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� Principal Component Analysis (PCA)
� Multidimensional Scaling (MDS)
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� Self-Organizing Maps (SOM)
� Heat Map
� Hierarchical Clustering
� QT (Quality Threshold) Clustering
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Microarray Life Cycle

Expression index
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Cluster analysis is the organization of a collection of patterns
into clusters based on similarity. The problem is to group a 
given collection of unlabeled patterns into meaningful 
clusters. 

Two important properties of a clustering definition:
1. Most of data has been organized into non-overlapping clusters. 
2. Each cluster has a within variance and one between variance for each of the other clusters. A 
good cluster should have a small within variance and large between variance. 

Hierarchical clustering
The result is a tree that depicts the 
relationships between the objects. 
� Divisive clustering: 

begin at step 1 with all the data in one 
cluster.

� Agglomerative clustering:
all the objects start apart., there are n 
clusters at step 0.

Non-Hierarchical clustering
� k-means, The EM algorithm, K Nearest 

Neighbor,…
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� To visualize = to make visible, to transform into pictures.
� Making things/processes visible that are not directly accessible by the human eye.
� Transformation of an abstraction to a picture.
� Computer aided extraction and display of information from data. 

	�
�1 ,����� �
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� Exploiting the human visual system to extract information from data.
� Provides an overview of complex data sets.
� Identifies structure, patterns, trends, anomalies, and relationships in data.
� Assists in identifying the areas of interest.

Tegarden, D. P. (1999). Business Information Visualization. Communications of AIS 1, 1-38.

Visualization = Graphing for Data + Fitting + Graphing for Model
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� Find natural classes in the data
� Identify new classes/gene 

correlations
� Refine existing taxonomies
� Support biological 

analysis/discovery

� cluster genes based on samples 
profiles

� cluster samples based on genes 
profiles

4 �� �
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� genes with similar function have 

similar expression profiles.
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Kendall’s tau

� Pearson’s rho measures the strength of a linear relationship [(a), (b)].
� Spearman’s rho and Kendall’s tau measure any monotonic relationship 
between two variables [(a), (b) ,(c)].
� If the relationship between the two variables is non-monotonic, all three 
correlation coefficients fail to detect the existence of a relationship [(e)].
� Both Spearman’s rho and Kendall’s tau are rank-based non-parametric 
measures of association between variable X and Y.
� The rank-based correlation coefficients are more robust against outliers.

Algorithm they use different logic for computing the correlation coefficient, they seldom lead to markedly different conclusions
(Siegel and Castellan, 1988).
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� K-means is a partition methods for clustering.
� Data are classified into k groups as specified by the user. 
� Two different clusters cannot have any objects in common, and 

the k groups together constitute the full data set. 

Converged

Optimization problem:
Minimize the sum of squared within-cluster distances
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� Principal Component Analysis (PCA)

�Multidimensional Scaling (MDS)

Dimension reduction visualization is often adopted for 
presenting grouping structure for methods such as K-means.
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PCA is a method that reduces data dimensionality by finding the new variables 
(major axes, principal components).

(Pearson 1901; Hotelling 1933; Jolliffe 2002)

Amongst all possible projections, PCA finds the projections so that the maximum 
amount of information, measured in terms of variability, is retained in the smallest 
number of dimensions.
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Yeast Microarray Data is from 
DeRisi, JL, Iyer, VR, and Brown, PO.(1997). 
"Exploring the metabolic and genetic control of gene 
expression on a genomic scale"; Science, Oct 
24;278(5338):680-6.
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http://www.lib.utexas.edu/maps/united_states.html

?

� Classical MDS takes a set 
of dissimilarities and returns a 
set of points such that the 
distances between the points 
are approximately equal to 
the dissimilarities.

� projection from some 
unknown dimensional space 
to 2-d dimension.

�	�
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Microarray Data of Yeast Cell Cycle
�Synchronized by alpha factor arrest 
method (Spellman et al. 1998; Chu et al. 1998)

�103 known genes: every 7 minutes and 
totally 18 time points.

�2D MDS Configuration Plot for 103 known 
genes.

Mathematically: for given k, 
compute points x1,…,xn in k-

dimensional space such that the 
object function is minimized.

(������� � 
����������
the Euclidean distances between these 
points approximate the entries in the 
dissimilarity matrix?

(��������� � � 
����������
the order in distances coincides with 
the order in the entries of the 
dissimilarity matrix approximately?

5 � � �
���
Given a dissimilarity matrix D of certain objects, can we construct 
points in k-dimensional (often 2-dimensional) space such that
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�Self-Organizing Maps (SOM)

�Heat Map

�Hierarchical Clustering

�QT (Quality Threshold) Clustering
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� SOMs were developed by Kohonen in 
the early 1980's, original area was in the 
area of speech recognition.
� Idea: Organise data on the basis of 
similarity by putting entities 
geometrically close to each other.

� SOM is unique in the 
sense that it combines both 
aspects. It can be used at 
the same time both to 
reduce the amount of data 
by clustering, and to 
construct a nonlinear 
projection of the data onto a 
low-dimensional display.
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Tamayo, P. et al. (1999). Interpreting 
patterns of gene expression with self-
organizing maps: Methods and application to 
hematopoietic differentiation. 
Proc Natl Acad Sci 96:2907-2912.

1995, 1997, 2001
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U-matrix representation of the SOM

U-matrix representation of SOM 
visualizes the distance between the 
neurons. The distance between the 
adjacent neurons is calculated and 
presented with different colorings 
between the adjacent nodes.

(Ultsch and Siemon 1989, Ultsch 1993)
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Microarray Data of Yeast 
Cell Cycle
�Synchronized by alpha 
factor arrest method 
(Spellman et al. 1998; Chu
et al. 1998)

�103 known genes: every 7 
minutes and 
totally 18 time points.

/ �
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� Data
Baseline: Culture Medium (CM-

00h)  
OH-04h, OH-12h, OH-24h
CA-04h, CA-24h
SO-04h, SO-24h

� A set of 359 genes was 
selected for clustering.
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Average-Linkage

UPGMA (Unweighted Pair-Groups Method Average)

UPGMC (Unweighted Pair-Groups Method Centroid)

(Kaufman and Rousseeuw, 1990)
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� The Ward’s method does 
not compute distances 
between clusters. 

� It forms clusters by 
maximizing within-clusters 
homogeneity. 

� The within-group (i.e., 
within-cluster) sum of 
squares is used as the 
measure of homogeneity. 

� The Ward’s method tries to 
minimize the total within-
group or within-cluster sum 
of squares. 

� Clusters are formed at 
each step such that the 
resulting cluster solution 
has the fewest within-
cluster sums of squares. 

� The within-cluster sums of 
squares that is minimized is 
also known as the error 
sums of squares (ESS).

� � �� � � "�
�$ ��� ��4 2�! �� � �' � �� *6 7 > ? +
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Software:
Cluster and TreeView
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� Minimum Cluster Size: Minimum number of genes that 
you would like to have in each cluster.

� Minimum Correlation: Minimum correlation that genes 
within each cluster must have to one another. 

� The diameter is the equivalent of 1 minus the minimum 
correlation.

GeneSpring GX v7.3
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� The result is a set of non-
overlapping QT clusters that 
meet quality threshold for both 
size, with respect to number 
of genes, and similarity, with 
respect to maximum allowable 
diameter.

� Genes that do not belong in 
any clusters will be grouped 
under the “unclassified” group.
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� QT Clusters are displayed according to the cluster size, from the largest to the 
smallest. 

� Set 1 is the largest cluster, followed by set 2, etc…
� All sets will have at least the user-defined minimum cluster size and the 

minimum correlation (diameter). 
� For example, all 147 genes in Set 1 below are at least 0.98 correlated to each 

other. 
� Genes that did not meet the minimum quality are grouped under the 

“unclassified” category.



30 /56
5 # ��� �
� ���� �*���
�2+

�� � ��
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� Quality Guarantee
� Number of clusters is not specified a priori
� All possible clusters are considered

	���� � ��
�� � �

� Computationally Intensive/Time Consuming

������ ���� �� ��� ��' � 
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*6 + K is defined by the application.

*? + Hierarchical clustering: 
look at the difference between levels in the tree.

*@ + Plot the reconstruction error or log likelihood as 
a function of k, and look for the elbow.

*9 + Plot the data in two PAC dimensions.

���� � ) �


(e.g., k-means: 
within-cluster sum of 
squares)
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� 95 patients: 69 schizophrenic and 26 
bipolar disorders

� SAPS: 30 items, SANS: 20 items
� Six point scale (0-5).

(Chen, 2002)
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1. Color spectrum
2. Variable transformation
3. Selection of proximity

A! � ��� 
���B
�����

�
�
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Image source: Dr. Chen Chun-houh’s Silde



34 /56
����� � 
����! � �
�� �
��������
�
��
����(��� $ �

Placing similar (different) objects at closer (distant) positions



35 /56

�� ���
����) ��' � � �����4 �� ����$ ����
�� �
� ����

ideal 
model 1 flip 3 flips 5 flips

many 
flips

Different Seriations
Generated from 
Identical Tree Structure

# �� � ��� ���
��������� ��� �� �
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Further reading: Ziv Bar-Joseph, David K. Gifford, and Tommi S. Jaakkola, (2001), Fast Optimal Leaf Ordering for Hierarchical 
Clustering. Bioinformatics 17(Suppl. 1):S22–S29.

Uncle Approach

GrandPa Approach
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(1) Based on average expression level (Cluster Software, Eisen et al 1998)
(2) Using the results of a one-dimensional SOM
(3) …

4 �� �
��' � �� ����� � 
� ������� � ���� 0

Further reading: Tien, Y. J., Lee, Y. S, Wu, H. M. and Chen, C. H. (2006) Integration of clustering and visualization methods for 
simultaneously identifying coherent local clusters with smooth global patterns in gene expression profiles.

As match as possible
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Anti-Robinson Measurements
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� ����"�Minimal Span Loss Function
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Michael Friendly , Ernest Kwan, (2003) Effect ordering for data displays, 
Computational Statistics & Data Analysis, v.43 n.4, p.509-539.

! �' ������3 ���
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� Seriation Algorithms with Converging Correlation Matrices
� When the sequence reaches an iteration with rank two, the p objects fall on an ellipse 

and have unique relative position on the ellipse.
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GAP Elliptical Seriation
An algorithm for identifying global clustering patterns and 
smoothing temporal expression profiles

Image source: Dr. Chen Chun-houh’s slide

(�' ��� � . ������ ���
���



41 /56
) ��
�
��������) � �� � 
� � ���
��� ���� �

���  / ���' ��C ��� ���$ ���

/ �
$ �� �� �  �� �% � ��� ��� � ����$

Further Reading
J. A. Hartigan. Direct clustering of a data matrix. Journal of the 
American Statistical Association, 67(337):123-129, March 1972. 
Duffy, D. & Quiroz, A. (1991), `A permutation-based algorithm for 
block clustering', J. of Classification 8, 65--91.
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The sediment MV for patients: express 
severity structure. 

The sediment MV for symptoms: this is a
side-by-side bar-chart and box-plot which 
displays the distribution structure
for all symptoms simultaneously.Image source: Chen etal 2004

Image source: Chen etal 2004



44 /56

Simple Information Visualization of Data Matrices Difficult
Continuous                  Ordinal Binary Categorical 
(Gene/Time)         (Patient/Symptom)      (Mouse/Tumor)        (Subject/SNP)

>8 >6    >4       >2      1:1       >2        >4  >6  >8 Log2ratio

PANSS Score

1    2    3    4    5    6    7

0    1

A      C     G      T
Image source: Chen Chun-houh’s slide
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� A manifold is a topological space which is 
locally Euclidean. (i.e., around every point, 
there is a neighborhood that is topologically 
the same as the open unit ball in ). 

� In general, any object which is nearly "flat" 
on small scales is a manifold. 

� Euclidean space is a simplest example of a 
manifold.

� More formally, any object that can be 
"charted" is a manifold. 

� Intuitively, a manifold can be considered as 
a ``nice'' topological space that behaves at 
every point like our intuitive notion of a 
surface

� Manifolds arise naturally whenever there is a 
smooth variation of parameters [like pose of 
the face]

� The dimension of a manifold is the minimum 
integer number of co-ordinates necessary to 
identify each point in that manifold.



46 /56
,��� � 
������� � ��� �*���� �� +

Tenenbaum , J. B., Silva, V. de, and Langford, J. C. (2000). A Global Geometric Framework for Nonlinear 
Dimensionality Reduction, Science 290, 2319-2323.

MDS

What is important 
is the geodesic 
distance!

Isomap finds the projection that preserves the global, nonlinear geometry of the 
data by preserving the geodesic manifold interpoint distances.

- For neighboring points Euclidean 
distance is a good approximation to the 
geodesic distance.
- For farway points estimate the distance 
by a series of short hops between 
neighboring points.
- Find shortest paths in a graph with 
edges connecting neighboring data 
points.
- Once we have all pairwise geodesic 
distances use classical metric MDS
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� Cluster and TreeView
� Bioconductor: Limma, LimmaGUI, 

LimmaAffy, gclus
� PermutMatrix
� GAP (Generalized Association Plots)

� GeneSpring GX v7.3
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http://rana.lbl.gov/EisenSoftware.htm
Eisen MB, Spellman PT, Brown PO, 
Botstein D. (1998) Cluster analysis and 
display of genome-wide expression 
patterns. Proc Natl Acad Sci.
95(25):14863-8.

De Hoon, M.J.L.; Imoto, S.; Nolan, J.; Miyano, 
S.; "Open source clustering software". 
Bioinformatics, 20 (9): 1453--1454 (2004)
http://bonsai.ims.u-tokyo.ac.jp/~mdehoon/software/cluster/
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The Bioconductor
version 1.6 
http://www.bioconductor.org

R version 2.1.1 (2005-06-20)
http://www.r-project.org
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� Smyth, G. K. (2005). Limma: linear models for microarray 
data. In: Bioinformatics and Computational Biology Solutions 
using R and Bioconductor, R. Gentleman, V. Carey, S. 
Dudoit, R. Irizarry, W. Huber (eds.), Springer, New York, 
Chapter 23. (To be published in 2005) 

� Smyth, G. K. (2004). Linear models and empirical Bayes
methods for assessing differential expression in microarray 
experiments. Statistical Applications in Genetics and 
Molecular Biology 3, No. 1, Article 3.

Limma: Linear Models for Microarray Data 
http://bioinf.wehi.edu.au/limma/
LimmaGUI: a menu driven interface of Limma
http://bioinf.wehi.edu.au/limmaGUI
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http://www.lirmm.fr/~caraux/PermutMatrix
Caraux, G., and Pinloche, S. (2005), 
"Permutmatrix: A Graphical Environment 
to Arrange Gene Expression Profiles in 
Optimal Linear Order," Bioinformatics, 21, 
1280-1281.

� � �� �"��� �
� ���� �(��� $ ���
(R package)
http://cran.r-project.org/src/contrib/Descriptions/gclus.html

Catherine B. Hurley, (2004), Clustering 
Visualizations of Multidimensional Data, 
Journal of Computational & Graphical 
Statistics, Vol. 13, No. 4, pp.788-806 
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Generalized Association Plots
� Input Data Type: continuous or 

binary.
� Various seriation algorithms 

and clustering analysis. 
� Various display conditions. 
� GAP with Covaraite Adjusted, 

Nonlinear Association Analysis, 
Missing Value Imputation. 

Statistical Plots
� 2D Scatterplot, 3D Scatterplot

(Rotatable) 

Web Site
http://gap.stat.sinica.edu.tw/Software/GAP

Chen, C. H. (2002). Generalized Association Plots: 
Information Visualization via Iteratively Generated Correlation 
Matrices. Statistica Sinica 12, 7-29. 
Wu, H. M., Tien, Y. J. and Chen, C. H. (2006). GAP: a 
Graphical Environment for Matrix Visualization and 
Information Mining.
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http://www.mathworks.com/access/helpdesk/help/toolbox/bioinfo/index.html
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� RMA or GC-RMA probe level analysis
� Advanced Statistical Tools
� Data Clustering
� Visual Filtering
� 3D Data Visualization
� Data Normalization (Sixteen) 
� Pathway Views
� Search for Similar Samples
� Support for MIAME Compliance
� Scripting
� MAGE-ML Export

Images from 
http://www.silicongenetics.com

More than 700 papers
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hmwu@stat.sinica.edu.tw
http://www.sinica.edu.tw/~hmwu

# $ ��C �G �� H

! � �� �� ��� "�http://www.sinica.edu.tw/~hmwu/MADA/index.htm


