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� What are Gene Regulatory Networks?
� Bayesian Networks
� Bayesian Statistics
� Binary Case for Gene Expression Data
� Learning Bayesian Network from Data
� Inference Given a Network
� Application to Microarray Data of Yeast Cell 

Cycle
� Software
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� Is gene a regulating gene b or vice versa? 
� Is the regulation direct 
� or indirect where there is a mediating gene c so that a regulates c 

and then c regulates b?

� Inspecting the finer structure, which are called regulatory network, 
give us a more intricate view of molecular interactions offering
further possibilities for medical interventions.

� Inferring regulatory networks from gene expression data, a process 
which is called reverse-engineering of gene regulatory network.

Wikipedia: A gene regulatory network (also called a GRN or genetic regulatory 
network) is a collection of DNA segments in a cell which interact with each other 
and with other substances in the cell, thereby governing the rates at which genes 
in the network are transcribed into mRNA.
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� genes with similar expression profiles (i.e. genes that are co-
expressed) may have common regulatory mechanisms (i.e. they may 
be co-regulated), and hence have similar transcription factor binding 
sites.

Supervised/unsupervised expression profile 
learning, or extensive data visualization.

First Step

From finding gene clusters to finding the functional roles of the respective 
genes, and moreover, to understanding the underlying biological process.

Find potential regulatory sequence elements in 
genomes. (e.g., transcription factor binding 
sites, promoter regions,…)

Next Step

Gene expression data permits us to study finer structure of molecular 
pathways exposing causal regulation relations between genes.
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Classical Probability: true or physical probability of an 
event, measured by repeated trials.

Bayesian Probability: the degree of belief in that event, 
measured by arbitrary techniques for sensible choice.

Bayesian approach: offers a clear separation of structure 
and parameter optimization, and adding predefined rules  
and information is easy, widely used for microarray data.

Mathematical modeling of regulation inside a network: 
� Bayesian network, Boolean network and its generalization, 
� ordinary and partial differential equations, qualitative 

differential equations, stochastic master equations, Petri nets,
transform grammars, process algebra, and rule-based 
formalisms.
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Qualitative part
(a Network Structure):

Directed acyclic graph (DAG) (G)
� Nodes - random variables (V) 
� Edges - direct influence (E(i, j))
(no cycles allowed)

Quantitative part
(a set of probability distribution):

local conditional probability distributions 
are attached to nodes of graph. 

= P( Xi | Pai )

Together: Define a unique distribution in a factored form.
- Arcs represent probabilistic dependence between variables.
- Conditional probabilities encode the strength of dependencies.

childparent

A Bayesian Network for X={X1, …Xn} consists of 
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Learning Bayesian Networks
� Given a training set 

X={X1, …Xn} , 
find a network B = <G, >
that best matches X.

Construction
� Determine the variables to model.
� Build DAG that encodes conditional independence edge: cause -> effect

� Assess local probability distribution = P( Xi | Pai )

Probabilistic Inference
� Compute a probability of interest given a model.
� Use Bayes theorem and simplify by conditional independence.
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� Markov Condition: Each variable Xi is independent of its 
non-descendants given its parents. 
� Local probability in Xi depends only on the parents.

� Conditional Independence: Given its parents, Xi is 
independent from the other nodes in the graph.

- Judea Pearl. Probabilistic Reasoning in Intelligent Systems. Morgan Kaufmann, 1988.
- Heckerman, David: A Tutorial on Learning with Bayesian Networks, MSR-TR-95-06

� � �� �'( ) �� �����
� Expression levels Xi of nodes Vi are considered as random variables and the 

edges represent conditional dependencies between distributions of the 
random variables.

� Vi � Vj : gene Vi regulates gene Vj (up or down-regulation).

Learn the network structure from gene expression data.
Problem: Noise, sparse data
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P(A,B,C) = P(B|C)P(C|A)P(A)

P(A,B,C) = P(A|C)P(B|C)P(C)

P(A,B,C) = P(A|C)P(C|B)P(B)

P(A,B,C) = P(C|A,B)P(A)P(B)
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Joint distribution
P(A, B, C, D, E) = P(A)P(B|A, E) P(C|B)P(D|A) P(E)

Conditional independence
I(A; E),
I(B;D | A, E), 
I(C;A,D,E |B), 
I(D;B,C,E|A) 
I(E;A,D)

E

A

B

D

C
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Initiation of cell (sub-)cycle Co-regulation Mediation
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� Is the structure right? Is the order of regulation correct?
� If there are several possible structures with respect to the 

experiments done so far, which one is right? so a graph represents 
hypothesis based on current knowledge.
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� Binary case: gene 
can be “off” (0) or 
“on” (1), but not both.

Binomial Distribution
X ~ B(n, p)
The probability of getting exactly k 
successes is given by the 
probability mass function:

� Having a fixed structure, the 
conditional probabilities are easy to 
calculate.
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� Discrete variables: Usage of more states for genes like 
“low”, “medium”, and “high” follows the multinomial 
theory conveniently generalizing the binomial theory.

� Continuous variables: Linear Gaussian model

� Hybrid Networks
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� Having graph G and the expression matrix D, our aim is to obtain distribution 
dependency parameters ={ 1, 2,…} that are fitted best to the structure 
of G and data D.

� Maximal likelihood method
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� 2 � ������ : find network structure which fits the prior 
knowledge and data.

� Given a graph G, we know now how to calculate 
the parameter set G maximizing the likelihood 
score L(G , : D).

� The number of possible graphs consisting of four 
nodes is 64 since there are         possible 
(undirected) edges, each of which can be taken to 
form a graph making        different graph in total.

Given a random sample D compute the posterior probability
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� Function I(Vi ,Parents(Vi)) � 0 measures 
how much information the expression values of nodes Parents(Vi) provide 
about Vi. 

� If Vi is independent of parent nodes, then I(Vi ,Parents(Vi)) has the value of 
zero.

� If Vi is totally predictable for given values of Parents(Vi), then 
I(Vi ,Parents(Vi)) reduces into the entropy function H(Vi). 

� It should be noted that in general I(X,Y ) = I(Y , X) so the direction of 
edges matters.
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� Is the structure optimal with respect to the data?
� Search for high scoring structure by greedy 

search, simulated annealing
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Spellman et. al. (1998): Microarray data of yeast 

cell cycle
� 6177 genes, 76 samples of all the yeast 

genome, six time series.
� Identified 800 cell cycle regulated genes, and 

clustered them 250 genes in 8 clusters.

Spellman et. al. (1998).
http://cellcycle-www.stanford.edu/

� Friedman et al analyzed these 250 genes 
by a Bayesian network.

� Multinomial model: treat each variable as 
discrete and learn a multinomial distribution 
that describes the probability of each 
possible state of the child variable given the 
state of its parents.

� Discretize the gene expression values: 
� under-expressed (-1), 
� normal (0), and 
� over-expressed (1), 

depending on whether the expression 
rate is significantly lower than, similar 
to, or greater than control.
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� Width (color) of edges: the 
computed confidence level.

� CLN2 separates SVS1 from 
several other genes

� There is a strong connection 
between CLN2 to all these 
genes, there are no other edges 
connecting them

� These genes are conditionally 
independent given the 
expression level of CLN2.

Small datasets with many variables: 
many different networks are reasonable explanations of the data

http://www.cs.huji.ac.il/labs/compbio/expression/

Friedman N, Linial M, Nachman I and Pe'er D (2000), 
Using Bayesian networks to analyze expression data. 
Journal of Computational Biology, 7:601-620. 

local map for the gene SVS

Focus on features that are common to most of these networks.
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Markov relations (local 
property)
� Is gene X an direct relative 
of gene Y? 
� Top scoring Karkov
relations between genes 
were found to indicate a 
relation in biological function.

Order relations (global property)
� Is gene X an ancestor of gene Y in all network of a given equivalence class?
� Dominant Genes: out of 800 genes, only a few seem to dominate the order
appear before many genes.
� These gene are indicative of potential causal sources of the cell-cycle process
directly involved in initiation of the cell cycle and its control: 
CLN1, CLN2, CDC15 and RAD53 (functional relation has been established)

In general
BN provide us with a tool that allows biologically plausible conclusion from the data
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BNArray: http://www.cls.zju.edu.cn/binfo/BNArray/

� Impute missing values (LLSimpute)
� Construct Bayesian network and Bootstrap Bayesian networks
� Reconstruct significant coherent regulatory modules

Chen X, Chen M, Ning K. BNArray: an R package for constructing gene regulatory networks 
from microarray data by using Bayesian network. Bioinformatics. 2006 Sep 27

� Gene YBL009W (unknown ORF) co-regulates H2A 
(YBL003C) and H2B (YBL002W). 
� H2A and H2B form a compound during DNA 
replication process. 
� YBL009W is a haspin which is involved in the meiosis 
process annotated in GO Biological Process database 
(check in SGD).
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E-mail: hmwu@stat.sinica.edu.tw
http://www.sinica.edu.tw/~hmwu
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http://www.csc.fi/molbio/arraybook/


